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US 9,098,412 B1

1
GUIDED PERFORMANCE
TROUBLESHOOTING AND EXPLORATION

BACKGROUND

1. Technical Field

This application relates generally to techniques for facili-
tating problem analysis such as in connection with a problem
of'a computer system, storage system, and the like.

2. Description of Related Art

Computer systems may include different resources used by
one or more host processors. Resources and host processors
in a computer system may be interconnected by one or more
communication connections. These resources may include,
for example, data storage devices such as those included in
the data storage systems manufactured by EMC Corporation.
These data storage systems may be coupled to one or more
host processors and provide storage services to each host
processor. Multiple data storage systems from one or more
different vendors may be connected and may provide com-
mon data storage for one or more host processors in a com-
puter system.

A host processor may perform a variety of data processing
tasks and operations using the data storage system. For
example, a host processor may perform basic system [/O
operations in connection with data requests, such as data read
and write operations.

Host processor systems may store and retrieve data using a
storage device containing a plurality of host interface units,
disk drives, and disk interface units. The host systems access
the storage device through a plurality of channels provided
therewith. Host systems provide data and access control
information through the channels to the storage device and
storage device provides data to the host systems also through
the channels. The host systems do not address the disk drives
of'the storage device directly, but rather, access what appears
to the host systems as a plurality of logical disk units, logical
devices, or logical volumes (IVs). The logical disk units may
or may not correspond to the actual disk drives. Allowing
multiple host systems to access the single storage device unit
allows the host systems to share data stored therein.

In connection with a data storage system, computer sys-
tem, or more generally, any system, problems may arise. An
administrator or other user may perform problem analysis in
an attempt to determine a cause and action to take to correct
the problem. In connection with systems, such as data storage
systems, problem analysis may be complex and require a
sophisticated level of understanding of many aspects such as
performance terminology, management, how to utilize and
interpret information derived from any existing software
tools and interfaces, and the like, in order to effectively and
efficiently perform problem analysis. As a result, a customer
or user not having the requisite knowledge and skill set may
incur costs related to extensive and/or unnecessary down-
time, payments for profession services to diagnose the prob-
lem cause, and the like.

SUMMARY OF THE INVENTION

In accordance with one aspect of the invention is a method
of problem analysis comprising providing notification
through a user interface regarding a performance problem of
a system; and presenting a plurality of user interface displays
corresponding to a plurality of steps in connection with per-
forming analysis of the performance problem, wherein each
of the plurality of user interface displays includes a pre-
defined set of one or more options, wherein at least a first of
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the options in the predefined set corresponds to a recom-
mended action automatically performed in response to select-
ing said first option of the predefined set. The recommended
action automatically performed may include displaying first
information resulting from automatically selecting one or
more user interface elements identifying one or more criteria
used to further filter or partition information included in a
current user interface display. The step of presenting may
include displaying a first of the plurality of user interface
displays including a first predefined set of one or more options
in connection with a first of the plurality of steps; selecting a
first of the options in the first predefined set; and responsive to
selecting the first option of the first predefined set, displaying
a second of the plurality of user interface displays in connec-
tion with a second of the plurality of steps, where the second
user interface display may include a second predefined set of
one or more options and second information displayed as a
result of selecting one or more user interface elements.
Selecting one or more user interface elements may be per-
formed automatically in connection with selecting the first
option of the first set. If a second option of the first predefined
set different from the first option of the first predefined set is
selected, a user interface may be updated to include an inter-
face display different from the second user interface display
whereby the interface display may include a third predefined
set of one or more options different than the second pre-
defined set. The performance problem may be detected when
one of a predefined set of performance indicators is not in
accordance with a threshold associated with the one pre-
defined performance indicator. The system may be a data
storage system that receives data operations from one or more
hosts having applications executing thereon which store data
onthe data storage system. The predefined set of performance
indicators may include any one or more of: network latency,
CPU utilization, network bandwidth, network I/O processing
rate or throughput, application response time, application
bandwidth, application I/O processing rate or throughput,
application 1/O size, application queue length, physical stor-
age device I/O processing rate or throughput, physical storage
device bandwidth or data processing rate, physical storage
device service time, total physical storage device errors
within an elapsed time period, physical storage device
response time, disk queue length, protocol response time,
protocol bandwidth, protocol 1/O processing rate or through-
put, shared folder throughput or /O processing rate, shared
folder response time, shared folder bandwidth, shared folder
average 1/O size, a portion of reads that are read hits thereby
being serviced using data from cache rather than reading data
from a physical device, and a portion of cache including a
most current set of write data not yet destaged to physical
storage. The plurality of steps for the performance problem
may be included in a troubleshooting tree. The troubleshoot-
ing tree may include a plurality of levels, each of the plurality
of levels including one or more nodes. The troubleshooting
tree may include a first node corresponding to a first of the
plurality of steps. A first set of one or more child nodes of the
first node may correspond to a first predefined set of one or
more options presented in a user interface display, and at least
one of the options in the first predefined set may correspond to
a recommended action automatically performed in response
to selecting said one option. Each of the plurality of steps may
correspond to a different one of the plurality of levels in the
tree. The different one of the plurality of levels in the tree may
include one or more nodes representing one or more pre-
defined options from which a user is allowed to select from a
user interface display in connection with performing each
step of a guided user interface for analyzing the performance
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problem. The recommended action may include any of dis-
playing a heat map, further filtering information currently
displayed in a user interface display, and updating a current
user interface display. Each of the plurality of user interface
displays may include a first area in which the predefined set of
one or more options are displayed and a second area. Respon-
sive to selection of the first option from the predefined set, the
recommended action may be automatically performed which
includes automatically updating the second area of said each
user interface display thereby producing an updated second
area. The updated second area may include a display of infor-
mation equivalent to having selected one or more user inter-
face elements identifying criteria for filtering or partitioning
information included in the second area thereby producing
resulting information displayed in the updated second area.

In accordance with another aspect of the invention is a
system comprising a data storage system including a plurality
of'physical storage devices; a set of one or more hosts, each of
said one or more hosts having one or more applications
executing thereon which store data on one or more of the
physical storage devices of the data storage system; a com-
puter readable medium including code stored thereon which,
when executed, performs processing for problem analysis,
the computer readable medium comprising code for: provid-
ing notification through a user interface regarding a perfor-
mance problem of the data storage system; and presenting a
plurality of user interface displays corresponding to a plural-
ity of steps in connection with performing analysis of the
performance problem, wherein each of the plurality of user
interface displays includes a predefined set of one or more
options, wherein at least a first of the options in the predefined
set corresponds to a recommended action automatically per-
formed in response to selecting said first option.

In accordance with another aspect of the invention is a
computer readable medium comprising code stored thereon
for problem analysis, the computer readable medium com-
prising code for: providing notification through a user inter-
face regarding a performance problem of a system; and pre-
senting a plurality of user interface displays corresponding to
aplurality of steps in connection with performing analysis of
the performance problem, wherein each of the plurality of
user interface displays includes a predefined set of one or
more options, wherein at least a first of the options in the
predefined set corresponds to a recommended action auto-
matically performed in response to selecting said first option
of'the predefined set. The recommended action automatically
performed may include displaying first information resulting
from automatically selecting one or more user interface ele-
ments identifying one or more criteria used to further filter or
partition information included in a current user interface dis-
play. The presenting may include displaying a first of the
plurality of user interface displays including a first predefined
set of one or more options in connection with a first of the
plurality of steps; selecting a first of the options in the first
predefined set; and responsive to selecting the first option of
the first predefined set, displaying a second of the plurality of
user interface displays in connection with a second of the
plurality of steps, said second user interface display including
a second predefined set of one or more options and second
information displayed as a result of selecting one or more user
interface elements, wherein said selecting one or more user
interface elements is performed automatically in connection
with selecting the first option of the first set. If a second option
of'the first predefined set different from the first option of the
first predefined set is selected, a user interface may be updated
to include an interface display different from the second user
interface display whereby the interface display may include a
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third predefined set of one or more options different than the
second predefined set. The performance problem may be
detected when one of a predefined set of performance indi-
cators is not in accordance with a threshold associated with
said one predefined performance indicator. The system may
be a data storage system that receives data operations from
one or more hosts having applications executing thereon
which store data on the data storage system. The predefined
set of performance indicators may include any one or more of:
network latency, CPU utilization, network bandwidth, net-
work [/O processing rate or throughput, application response
time, application bandwidth, application I/O processing rate
or throughput, application I/O size, application queue length,
physical storage device 1/O processing rate or throughput,
physical storage device bandwidth or data processing rate,
physical storage device service time, total physical storage
device errors within an elapsed time period, physical storage
device response time, disk queue length, protocol response
time, protocol bandwidth, protocol /O processing rate or
throughput, shared folder throughput or I/O processing rate,
shared folder response time, shared folder bandwidth, shared
folder average /O size, a portion of reads that are read hits
thereby being serviced using data from cache rather than
reading data from a physical device, and a portion of cache
including a most current set of write data not yet destaged to
physical storage.

BRIEF DESCRIPTION OF THE DRAWINGS

Features and advantages of the present invention will
become more apparent from the following detailed descrip-
tion of exemplary embodiments thereof taken in conjunction
with the accompanying drawings in which:

FIG. 1 is an example of an embodiment of a system that
may utilize the techniques described herein;

FIGS. 2-6 are examples of Ul displays that may be used in
an embodiment in accordance with techniques herein;

FIG. 7 is an example illustrating a troubleshooting tree that
may be used in an embodiment in accordance with techniques
herein;

FIG. 8 is an example illustrating filter categories and asso-
ciated filter lists that may be used in an embodiment in accor-
dance with techniques herein;

FIGS. 9-11 are examples of KPIs (key performance indi-
cators) or metrics and associated categories by which infor-
mation associated with the metric may be further partitioned
or filtered in an embodiment in accordance with techniques
herein; and

FIGS. 12 A and 12B are flowcharts of processing steps that
may be performed in an embodiment in accordance with
techniques herein.

DETAILED DESCRIPTION OF
EMBODIMENT(S)

Referring to FIG. 1, shown is an example of an embodi-
ment of a system that may be used in connection with per-
forming the techniques described herein. The system 10
includes a data storage system 12 connected to host systems
14a-14n through communication medium 18. The system 10
also includes a management system 36 connected to one or
more data storage systems 12 through communication
medium 20. In this embodiment of the system 10, the hosts
14a-14n may access the data storage system 12 using com-
munication medium 18, for example, in performing input/
output (I/O) operations or data requests. The communication
medium 18 may be any one or more of a variety of networks
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or other type of communication connections as known to
those skilled in the art. The communication medium 18 may
be a network connection, bus, and/or other type of data link,
such as a hardwire or other connections known in the art. For
example, the communication medium 18 may be the Internet,
an intranet, network (including a Storage Area Network
(SAN)) or other wireless or other hardwired connection(s) by
which the host systems 14a-14» may access and communi-
cate with the data storage system 12, and may also commu-
nicate with other components included in the system 10. In
one embodiment, the communication medium 20 may be a
LAN connection and the communication medium 18 may be
an iSCST or Fibre Channel connection.

Each of the host systems 14a-14n and the data storage
system 12 included in the system 10 may be connected to the
communication medium 18 by any one of a variety of con-
nections as may be provided and supported in accordance
with the type of communication medium 18. Similarly, the
management system 36 may be connected to the communi-
cation medium 20 by any one of variety of connections in
accordance with the type of communication medium 20. The
processors included in the host computer systems 14a-14n
and management system 36 may be any one of a variety of
proprietary or commercially available single or multi-proces-
sor system, such as an Intel-based processor, or other type of
commercially available processor able to support traffic in
accordance with each particular embodiment and application.

It should be noted that the particular examples of the hard-
ware and software that may be included in the data storage
system 12 are described herein in more detail, and may vary
with each particular embodiment. Each of the host computers
14a-14n, management system 36, and data storage systems
may all be located at the same physical site, or, alternatively,
may also be located in different physical locations. Examples
of the communication medium that may be used to provide
the different types of connections between the host computer
systems and the data storage system, and between the data
storage system and the management system of the system 10
may use a variety of different communication protocols such
as SCSI, Fibre Channel (FC), iSCSI, and the like. Some or all
of the connections by which the hosts, management system,
and data storage system may be connected to the communi-
cation mediums may pass through other communication
devices, such as switching equipment, a phone line, a
repeater, a multiplexer or even a satellite. In one embodiment,
the hosts may communicate with the data storage systems
over an iSCSI or fibre channel connection and the manage-
ment system may communicate with the data storage systems
over a separate network connection using TCP/IP. It should be
noted that although FIG. 1 illustrates communications
between the hosts and data storage systems being over a first
connection, and communications between the management
system and the data storage systems being over a second
different connection, an embodiment may also use the same
connection. The particular type and number of connections
may vary in accordance with particulars of each embodiment.

Each of the host computer systems may perform different
types of data operations in accordance with different types of
tasks. In the embodiment of FIG. 1, any one of the host
computers 14a-14n may issue a data request to the data stor-
age system 12 to perform a data operation. For example, an
application executing on one of the host computers 14a-14n
may perform a read or write operation resulting in one or
more data requests to the data storage system 12.

It should be noted that although element 12 is illustrated as
a single data storage system, such as a single data storage
array, element 12 may also represent, for example, multiple
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data storage arrays alone, or in combination with, other data
storage devices, systems, appliances, and/or components
having suitable connectivity, such as in a SAN, in an embodi-
ment using the techniques herein. It should also be noted that
an embodiment may include data storage arrays or other
components from one or more vendors. In subsequent
examples illustrated the techniques herein, reference may be
made to a single data storage array by a vendor, such as by
EMC Corporation of Hopkinton, Mass. However, as will be
appreciated by those skilled in the art, the techniques herein
are applicable for use with other data storage arrays by other
vendors and with other components than as described herein
for purposes of example.

The data storage system 12 may be a data storage array,
such as a VNX® data storage array by EMC Corporation of
Hopkinton, Mass., including a plurality of data storage
devices 16a-16n and a plurality of service processors 17a,
17b. The data storage devices 16a-167 may include one or
more types of data storage devices such as, for example, one
or more disk drives and/or one or more solid state drives
(SSDs). An SSD is a data storage device that uses solid-state
memory to store persistent data. An SSD using SRAM or
DRAM, rather than flash memory, may also be referred to as
aRAM drive. SSD may refer to solid state electronics devices
as distinguished from electromechanical devices, such as
hard drives, having moving parts. Flash devices or flash
memory-based SSDs are one type of SSD that contains no
moving parts. The service processors 17a, 175 may be com-
puter processing units included in the data storage system for
processing requests and commands.

The particular data storage system as described in this
embodiment, or a particular device thereof, such as a disk or
particular aspects ofa flash device, should not be construed as
a limitation. Other types of commercially available data stor-
age systems, as well as processors and hardware controlling
access to these particular devices, may also be included in an
embodiment.

Host systems provide data and access control information
through channels to the storage systems, and the storage
systems may also provide data to the host systems also
through the channels. The host systems do not address the
drives or devices 16a-16n of the storage systems directly, but
rather access to data may be provided to one or more host
systems from what the host systems view as a plurality of
logical devices or logical volumes (LVs, also referred to
herein as logical units or LUNs). The LVs may or may not
correspond to the actual physical devices or drives 16a-16x.
For example, one or more Vs may reside on a single physical
drive or multiple drives. Data in a single data storage system,
such as a single data storage array, may be accessed by mul-
tiple hosts allowing the hosts to share the data residing
therein.

In an embodiment of the data storage system, the data
storage devices 16a-16z may include a combination of disk
devices and flash devices in which the flash devices may
appear as standard Fibre Channel drives to the various soft-
ware tools used in connection with the data storage array. The
disk devices may be any one or more different types of disk
devices such as, for example, an ATA disk drive, FC disk
drive, and the like. The flash devices may be constructed
using different types of memory technologies such as non-
volatile semiconductor NAND flash memory forming one or
more SLC (single level cell) devices and/or ML.C (multi level
cell) devices. Additionally, flash memory devices and disk
devices are two exemplary types of devices that may be
included in a data storage system used in connection with the
techniques described herein.
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Client software on the management system 36 may be used
in connection with performing data storage system manage-
ment by issuing commands to the data storage system 12
and/or receiving responses from the data storage system 12
over connection 20. In one embodiment, the management
system 36 may be a lap top or desk top computer system.

Described in following paragraphs are techniques that may
be performed by executing code of management software, for
example, of the management system 36. Such code may be
used in connection with performing data storage system man-
agement and administration. Although following paragraphs
describe such techniques with reference to embodiments with
data storage systems, it will be appreciated by those of ordi-
nary skill in the art that techniques herein have broader appli-
cability for use in connection with any suitable system and
components.

In connection with data storage systems, a problem such as
related to performance aspects of the systems may occur. A
customer or other user performing data storage system
administration may perform problem analysis and trouble-
shooting in an attempt to determine a cause and a corrective
action to take. Such problem analysis may be complex and
require a sophisticated level of understanding of many
aspects such as performance terminology, management, how
to utilize and interpret information derived from any existing
software tools and interfaces, and the like. The customer may
not have the above-mentioned required skills and knowledge
needed to perform problem analysis and determine the cause
and corresponding corrective action to take.

Described in following paragraphs are techniques that may
be used in connection with performance troubleshooting and
exploration to determine a cause of a performance problem.
One or more performance metrics (also referred to herein as
key performance metrics or KPIs) may be monitored to deter-
mine whether any of the performance metrics do not meet a
specified level of performance, such as based on a threshold.
When a performance metric does not meet a specified perfor-
mance level, it may be determined that a performance prob-
lem exists requiring the attention of a data storage adminis-
trator or other user managing the data storage system. In
accordance with techniques herein, guided performance
troubleshooting and exploration may be performed to facili-
tate such problem analysis for the particular KPI not meeting
the specified performance level. The techniques herein pro-
vide a guided step by step methodology with a user interface
(UD). In connection with each step, a user may be presented
with a predefined set of one or more options from which auser
may make a selection. Each option may represent a possible
next step that can be performed to facilitate problem analysis
in connection with a methodology that effectively uses exist-
ing software analysis tools and UT selections in accordance
with best practices. Thus, the options presented at each step in
the UI may be those determined in accordance with recom-
mended best practices for analyzing the particular problem.
Responsive to selecting one of the current options, a recom-
mended action associated with the selected option may be
automatically performed whereby, as a result of performing
the recommended action, the Ul display may be updated to
include relevant information to assist in problem analysis.
The recommended action may include automated selection of
one or more Ul elements or controls which result in the
updated Ul display including the relevant information for the
selected option. Ul elements or controls may refer, for
example, to a menu, menu option, button, and the like, such as
may be displayed in connection with a graphical Ul for user
interaction whereby a user may select such Ul elements to
perform an responsive action. Thus, in accordance with tech-
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niques herein, a user does not need to have knowledge regard-
ing the particular Ul elements and controls which must be
selected to obtain the updated Ul display of the relevant
information for problem analysis. Rather, in connection with
techniques herein, selection of the particular UI elements or
controls needed to obtain the desired information may be
performed automatically. The automated selection may be
with respect to particular Ul elements identitying criteria
used for further filtering, partitioning or “breaking down” a
information currently displayed in connection with a step of
the guided analysis. Responsive to selecting the option, the Ul
display may also be updated to include a second predefined
set of one or more options in accordance with a next step in the
problem analysis process. The particular options in the sec-
ond predefined set may be dependent on any previously
selected options for the current problem analysis. The second
predefined set of options may provide for further exploration
or “drilling down” into the performance problem thereby
providing further details regarding the problem. The recom-
mended action performed for a selected option may include
automatically providing appropriate Ul element selections to
display information in the UI. Such automated processing
may include, for example, automatically triggering selection
of one or more Ul elements to display relevant and useful
information regarding the detected performance problem.
The foregoing is described in more detail in following para-
graphs.

What will now be described are figures illustrating exem-
plary Ul displays or screenshots that may be included in an
embodiment in accordance with techniques herein. The Ul
displays may correspond to a sequence of steps providing
guided performance troubleshooting that may accompany
performance metrics measurement. The Ul displays provide a
user with different sets of options at each step. Selection of an
option at a step may provide for automated selection and
manipulation of Ul elements or controls affecting informa-
tion included in a subsequent Ul display as the exploration of
the problem analysis proceeds. For example, a subsequent
step may provide further details or insight into the problem
analysis than previous steps.

Software may perform monitoring of one or more KPIs or
metrics providing an indication regarding data storage system
performance. For each such KPI, a threshold may be specified
indicating a level of desired or acceptable performance. If a
current value of a KPI is not in accordance with its associated
metric, the KPI may be characterized as not having its accept-
able performance level as denoted by the threshold. For
example, a KPI may indicate an overall average response time
(RT) for an I/O operation received from a host. The average
RT KPI may have an associated RT threshold. If the current
observed RT exceeds the RT threshold, it means that I/Os are
taking longer than an acceptable or desired amount of time to
complete and may therefore indicate a performance problem.
Examples of KPIs for which such monitoring may be per-
formed may include bandwidth (e.g., network bandwidth),
latency (e.g., network latency), amount of “dirty cache”, and
the like. These and other possible KPIs that may be included
in an embodiment are discussed in more detail elsewhere
herein.

Inresponse to detecting that a KPI exceeds, or is otherwise,
not in accordance with, its associated threshold, a notification
regarding a performance problem concerning the KPI may be
provided to the user through the UL

Referring to FIG. 2, shown is an example 100 of a first UI
display that may be used in an embodiment in connection
with techniques herein. In the example 100, the performance
tab 102 may be selected to display information regarding data
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storage system performance. The example 100 includes a left
hand portion 110 entitled GUIDE ME (also referred to as the
guidance panel) used in providing guided performance for
problem analysis. The example 100 also include a right hand
portion 120 providing information on one or more KPIs. The
portion 120 may include lines 122, 124 and 132 (denoted as a
grayed line in the example 100) for the KPIs monitored in the
system. In this example, element 120 is illustrated as provid-
ing information regarding 3 KPIs including bandwidth 122,
network latency 124 and cache dirty 132. Scrolling using Ul
elements or controls, such as 104, would reveal additional
lines for other monitored KPIs.

The bandwidth KPI 122 may be network bandwidth rep-
resenting the total I/O traffic handled by the storage ports of
the data storage system (e.g., such as front end ports receiving
requests from hosts and returning data to the hosts responsive
to the requests). The network bandwidth KPI may be also
characterized as an aggregated measurement of the amount of
data transferred to and/or from the data storage system and
may be an average over a time period. Network bandwidth
may be expressed in terms of a value that is a data transfer
rate, such as MB/second. The latency KPI 124 may be net-
work latency representing the latency incurred when a host
sends a data request to the data storage system. An embodi-
ment may use a network latency measurement denoting the
round trip latency experienced which includes a first latency
from the host to the data storage system and a second latency
returning from the data storage back to the host for the
request. Thus, the network latency for a data request may
represent the average “roundtrip” latency for an 1/O request
that is sum of the foregoing first and second latency values
and may exclude the amount of time for processing of the data
request once received by the data storage system. The net-
work latency may be an aggregated average across all read
and write operations received on the data storage system over
a time period. The cache dirty KPI 132 may indicate the
portion of cache (e.g., in percentage) that has been written to
cache but not yet flushed to disk. In an embodiment, the data
storage system may receive a write operation from a client
such as a host. The write data may be written to cache of the
data storage system and then destaged at a later point in time
from the cache to the physical data storage device. Similarly,
in response to a read request received from the host, the
requested read data may be read from the physical storage
device and stored in cache. The data read may then be
retrieved from cache and sent to the host in response to the
read request. Thus, data transferred to and/or from the physi-
cal storage devices for servicing requests may utilize cache of
the data storage system.

In this example, assume a currently observed value for the
network latency KPI is not in accordance with the specified
threshold (e.g., has exceeded a specified threshold) thereby
indicating a network latency performance problem. The
monitoring software noted above may detect that the current
network latency KPI exceeds its associated threshold and
generate an alert condition. Responsive to the alert condition,
the user may be provided notification regarding the network
latency KPI and associated network latency performance
problem through the UI display. For example, an alert or
“needs attention” icon 126 may be included in the line 124
associated with the network latency KPI. A graph of the
overall network latency for the storage system may be dis-
played in 128 such as for the last hour. In the overall latency
graph or chart of 128, the current time may be about 6:30 a.m.
and the latency is illustrated as increasing significantly from
6:15 a.m.-6:30 a.m. The graph of 128 indicates aY axis value
of latency in milliseconds (ms) with the time of day in min-
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utes on the X axis. Additionally, in the GUIDE ME portion
110, the user may be provided with a general description of
the problem in a first step 134 indicating that network traffic
to the data storage system has dropped off significantly in the
last 15 minutes (as illustrated by 128).

Element 136 may represent a first predefined set of options
also displayed to the user. Element 136 includes 3 options
from which a user may make a selection as a first step in
analyzing the network latency performance problem
described by 134. Generally, the set 136 includes options
136a, 1365 which are possible first steps that may be taken in
a sequence of selection for analyzing the current network
latency performance problem. Each of the options 1364, 1365
may be recommended possible next steps in accordance with
best practices of problem exploration and analysis. Option
1364 may be a first step of a first sequence of steps that may
be performed in connection with problem analysis. Option
1365 may be a first step of a different second sequence of
steps performed in connection with problem analysis. The
foregoing first and second sequences of steps may be pre-
defined or predetermined in accordance with best practices.
In other words, the foregoing first and second sequences of
possible steps may be included in a table or a database,
encoded in rules, or any other suitable means for storing such
information for use with techniques herein. The particular
steps of each sequence may be predetermined in accordance
with known best practices for troubleshooting this particular
KPI performance problem using the Ul and tools of the cur-
rent system (e.g., determined by an expert or other individual
knowledgeable about the data storage system and problem
analysis). For example, the possible options from which a
user may take at each step may be included in a trouble-
shooting tree described elsewhere herein in more detail.

Option 1364 indicates that a recommended action is to
show/view by heatmap the contributions that reads and writes
make to network latency. To perform the recommended
action for option 1364, one or more Ul elements may need to
be selected such as selection of 1425. Option 1364 indicates
that a recommended action is to filter the displayed chart of
128 by the component (read or write) that contributes the
most to network latency. To perform the recommended action
for option 1365, one or more Ul elements may need to be
selected such as selection of filter button 130 and one or more
additional Ul element selections. In connection with tech-
niques herein, the selection of the various Ul elements to
implement the action for a selected option are performed
automatically in response to selecting the particular option
1364 or 1365b. It should be noted that without use of the
techniques herein, the user may not otherwise know that the
above-mentioned options 136a, 1365 are useful possible first
steps to troubleshoot the current network latency perfor-
mance problem. Additionally, the user may also not otherwise
know how to manipulate the Ul elements or controls to obtain
perform the desired action and view the results of the action
associated with such options. Thus, the foregoing is one
example illustrating how the techniques herein may be used
to provide a guided flow path of steps using the Ul display to
automatically perform a recommended action for a selected
option from a set of one or more such options based on best
practices.

In connection with this Ul display for the first step 134 and
other UI displays, the possible options of 136 may also
include an option 136¢ to further explore the problem without
further assistance from the guided performance Ul. As a
result, selecting the last option 136¢ results in closing the
guidance (e.g., GUIDE ME) panel 134 and allowing the user
to continue to display further information by making his/her
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own UI selections from existing Ul elements and controls
such as the filter button 130, selecting any one of the heatmaps
142a-142d that may be active/enabled, selecting to view
information regarding another KPI such as by selection of
122 or 132, and the like. Generally, a user may choose to
manually make his/her own Ul element selections without the
guidance of the guidance panel 110. For example, selection of
130 may provide a drop-down list of different categories by
which the information of 128 may be further filtered or par-
titioned. Selection of one the heatmap options 142a-142¢
would result in providing one of the different heatmaps for the
overall latency information of 128. Elements 130, 140, and
142a-d are described in more detail in following paragraphs.
However, rather than explore and perform problem analysis
by having the user manually traverse through various menus,
make his/her own Ul selections, and the like, techniques
herein provided for automatically performing any necessary
Ul selections to implement a recommended action associated
with a selected one of the options 136a, 1364.

Atthis first step in processing in connection with FIG. 2, it
should be noted that the heatmap categories of 142a, 1425
and 142¢ may be active/enabled however the category 1424
for hosts is currently inactive/disabled. This is because at this
point in processing, the information currently displayed in
128 of FIG. 2 may not be further broken down or partitioned
based on hosts. As described in more detail elsewhere herein,
the information displayed in a step N may be further refined
(e.g., further partitioned, “broken down” or filtered) in a sub-
sequent step N+1. The particular Ul elements enabled or
disabled at a step may reflect whether information displayed
in a current step may be partitioned or further broken down
based on particular categories.

With reference to the guidance panel 110 in this particular
example, a user may select option 1364 to show by heatmap
the contributions that reads and writes make to network
latency. Responsive to selecting option 1364, the Ul may be
updated to include the display 200 of FIG. 3.

With reference to FIG. 3, the example 200 includes a sec-
ond Ul display that may be used in an embodiment in con-
nection with techniques herein. The guidance panel 110 has
been updated to indicate that option 136a was selected as a
first step and to display a second predefined set of options 210
that a user may make in connection with a second step 202.
Additionally, responsive to selecting option 136a, the right
handside panel 120 is also automatically updated to display
the heatmaps 220. Note that this automatic updating of 120 to
include the heatmaps of 220 displays equivalent information
asifthe user had manually selected 1425 read/writes heatmap
Ul option of FIG. 2. However, in accordance with techniques
herein using the guided logical flow path of steps and options,
such selection of Ul elements is performed automatically in
response to the user selecting the corresponding option 1364
of FIG. 2.

The total or overall network latency at each point in time as
represented in the graph 128 regarding the network latency
may be further partitioned or broken down in a variety of
different ways. In connection with reads and writes, the over-
all network latency at a point in time as represented in the top
graph 128 may be partitioned to include a first amount of
network latency attributed by read operations and a second
amount of network latency attributed by write operations. The
foregoing first and second amounts at each point in time (time
of day as represented in the top portion graph) may be dis-
played using a first heat map 220a for network latency due to
reads and a second heat map 2205 for network latency due to
writes. The heatmaps of 220 may be color coded, shaded, or
otherwise provide some other visual indication regarding
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graduated levels regarding an amount of network latency
attributed by read operations and an amount of network
latency attributed by write operations. The heatmap provides
an example of such a visual indicator whereby the level of
saturation or darkness may indicate an amount of network
latency. The darker that portions of the heatmaps 220a, 2205
are at various points, the larger the contribution to network
latency. For example, element 222 denotes a portion of the
write heatmap 2205 with the highest level of network latency
contribution relative to other portions displayed in the heat-
maps 220a, 2205.

Element 202 denotes the second step and provides further
information regarding the results of performing the first
selected option 126a. Element 202 indicates that writes con-
tribute more to the network latency than reads which is illus-
trated by the heatmaps 220. It should be noted that such a
determination may be made with respect to a time period such
as the 15 minute time period from 6:15-6:30 a.m which
caused the initial network latency threshold violation that
generated the alert condition.

Element 210 may represent a second predefined set of
options displayed to the user. Element 210 includes 3 options
from which a user may make a selection as a second step in
analyzing the network latency performance problem. Gener-
ally, the set 210 includes options 2104, 2105 which are pos-
sible second steps that may be taken in a sequence of selection
for analyzing the current network latency performance prob-
lem. Each of the options 210a, 2105 may be recommended
next steps in accordance with best practices of problem explo-
ration and analysis. Option 210a may be a second step of a
sequence of steps that may be performed in connection with
problem analysis. Option 2105 may be a second step of a
different sequence of steps performed in connection with
problem analysis. The foregoing sequences of steps may be
predefined or predetermined in accordance with best prac-
tices as described above. It should be noted that the recom-
mended next options 210a, 2105 for the second step 202 are
dependent on the previous option 1364 having been selected
as the first step. In other words, a different set of options may
be displayed as possibilities for the second step if the user had
selected, for example, option 1365 of F1G. 2 rather than 1364
of FIG. 2 as described above.

Option 210a indicates that a recommended action is to
filter the overall network latency chart of 128 by the writes
since writes contributes the most to network latency. To per-
form the recommended action for option 210a, one or more
Ul elements may need to be selected such as selection of filter
button 130 and one or more additional UI element selections.
In connection with techniques herein, the selection of the
various Ul elements to implement the action for a selected
option are performed automatically in response to selecting
the particular option such as 210q.

The options of 210 also include a third last option 210c
analogous to 136¢ as described above in connection with FIG.
2. Thus, elements 136¢ and 210c¢ correspond to an option to
exit or close out of the guided performance troubleshooting
techniques whereby the user may then perform other process-
ing such as to further explore independently without guidance
using techniques herein.

At this second step in processing in connection with FIG. 3,
it should be noted that the heatmap categories of 224a and
224¢ may be active/enabled however the categories 2245 and
224d may be currently inactive/disabled. This is because at
this point in processing, the information currently displayed
in 128 of FIG. 3 may not be further broken down or parti-
tioned based on such disabled categories.
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With reference to the guidance panel 110 in this particular
example, a user may select option 210a of FIG. 3 to filter the
chart 128 by writes. Responsive to selecting option 2104, the
UT may be updated to include the display 300 of FIG. 4.

With reference to FIG. 4, the example 300 includes a third
Ul display that may be used in an embodiment in connection
with techniques herein. The guidance panel 110 has been
updated to indicate that option 210a was selected as a second
step and to display a third predefined set of options 310 thata
user may make in connection with a third step 302. Addition-
ally, responsive to selecting option 2104, the right handside
panel 120 is also automatically updated to illustrate the graph
orline chart 320 of network latency due to only writes (but not
reads). Note that this automatic updating of 120 to include the
updated chart 320 displays equivalent information as if the
user had manually selected the filter button 130 of FIG. 3 and
one or more additional Ul selections (e.g., menu or other Ul
element selections) to perform the action of filtering the over-
all network latency by writes and then update the display. For
example, with reference to FIGS. 3 and 8, selection 0f 130 of
FIG. 3 may result in first displaying a set of filter category
menus 730. A user would have to manually select one of the
filter category menus, such as 7304, to filter by reads or
writes. In response to selecting 7306, a list of further menu
options of 7404 (including a read option 744a and a write
option 744b) may be displayed. The user must now select
744b to filter by writes. In contrast to the foregoing manual Ul
selections made to filter by writes, however, in accordance
with techniques herein using the guided logical flow path of
steps and options, such selection of Ul elements to filter
network latency by writes is performed automatically in
response to the user selecting the corresponding option 210a
of FIG. 3.

With reference to F1G. 4, element 310 includes the third set
of'predefined options from which a user may make a selection
as the third step 302 in analyzing the network latency perfor-
mance problem. Generally, the set 310 include option 310a
which is a possible third step that may be taken in a sequence
of'selection for analyzing the current network latency perfor-
mance problem. The option 310a may be a recommended
next step in accordance with best practices of problem explo-
ration and analysis. Option 310a may be a third step of a
sequence of steps that may be performed in connection with
problem analysis. The foregoing sequence of steps may be
predefined or predetermined in accordance with best prac-
tices as described above. It should be noted that the recom-
mended next option 310q for the third step 302 is dependent
on the previous option 1364 having been selected as the first
step and is also dependent on the previous option 210qa having
been selected as the second step. In other words, a different set
of options may be displayed as possibilities for the third step
if the user had selected a different option other than 1364 of
FIG. 2 and/or a different option other than 210a of FIG. 3 as
described above.

Option 310q indicates that a recommended action is to now
show the hosts that contribute or perform the most writes
(e.g., show the top N hosts which perform the most writes). To
perform the recommended action for option 310a, one or
more Ul elements may need to be selected such as selection of
hosts heatmap button 3244. In connection with techniques
herein, the selection of the various Ul elements to implement
the action for a selected option are performed automatically
in response to selecting the particular option such as 310a.

The options of 310 also include a second last option 3105
analogous to 136¢ and 210¢ as described above, respectively,
in connection with FIGS. 2 and 3. Thus, elements 136¢, 210c¢,
and 3105 correspond to an option to exit or close out of the
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guided performance troubleshooting techniques whereby the
user may then perform other processing such as to further
explore independently without guidance using techniques
herein.

At this third step in processing with FIG. 4, it should be
noted that the heatmap categories of 324a, 324¢ and 3244
may be active/enabled however the category 3245 is currently
inactive/disabled. With FIG. 4 in comparison to FIG. 3, the
hosts heatmap option 324d becomes active because, in accor-
dance with allowed processing, the overall network latency
information in 128 of FIG. 3 must first be broken down or
filtered by reads or writes before further partitioning is
allowed based on hosts 3244d. Selection of option 210a of
FIG. 3 provided for such filtering of the overall network
latency by writes as displayed in 320 of FIG. 4. As aresult, the
information 320 of FIG. 4 may now be filtered by hosts 3244.

With reference to the guidance panel 110 of FIG. 4 in this
particular example, a user may select option 310a of FIG. 3 to
show the hosts that perform the most writes. Responsive to
selecting option 310a, the UI may be updated to include the
display 400 of FIG. 5.

With reference to FIG. 5, the example 400 includes a fourth
Ul display that may be used in an embodiment in connection
with techniques herein. The guidance panel 110 has been
updated to indicate that option 310a was selected as the third
step and to display a fourth predefined set of options 410 that
a user may make in connection with a fourth step 402. Addi-
tionally, responsive to selecting option 310a, the right hand-
side panel 120 is also automatically updated to illustrate the
heatmaps 420 for the top 5 hosts which perform the most
write operations. Note that this automatic updating of 120 to
include the heatmaps 420 displays equivalent information as
if the user had manually selected the hosts heatmap button
324d of FIG. 4. In contrast to the foregoing manual Ul selec-
tion that may be made to display the host heatmaps 420, in
accordance with techniques herein using the guided logical
flow path of steps and options, such selection of the Ul ele-
ment(s) necessary to display the host heatmaps 420 as in FI1G.
5 may be performed automatically in response to the user
selecting the corresponding option 310a of FIG. 4.

With reference to FIG. 5, element 410 includes the fourth
set of predefined options from which a user may make a
selection as the fourth step 402 in analyzing the network
latency performance problem. Generally, the set 410 includes
option 410a which is a possible fourth step that may be taken
in a sequence of selection for analyzing the current network
latency performance problem. The option 410a may be a
recommended next step in accordance with best practices of
problem exploration and analysis. Option 410a may be a
fourth step of a sequence of steps that may be performed in
connection with problem analysis. The foregoing sequence of
steps may be predefined or predetermined in accordance with
best practices as described above. It should be noted that the
recommended next option 410a for the fourth step 302 is
dependent on having previously selected option 1364 of FIG.
2 as the first step, selected option 210a as the second step, and
also having selected option 310a as the third step. In other
words, a different set of options may be displayed as possi-
bilities for the fourth step if the user had selected a different
sequence of options other than 136« of FIG. 2, 2104 of FIG.
3, and then 310a of FIG. 4 as described above.

Option 410a indicates that a recommended action is to now
further filter the chart of write network latency information
320 by the host sending the most writes to the data storage
system (e.g. filter by host 192.168.0.3 as represented by heat-
map 420q so that the line chart 320 is further updated to reflect
network latency due to only the host 192.168.0.3 (having the
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most writes of all hosts). To perform the recommended action
for option 4104, one or more Ul elements may need to be
selected such as selection of filter button 130 and one or more
additional Ul elements. For example, with reference to FIGS.
5 and 8, selection of 130 of FIG. 5 may result in first display-
ing a set of filter category menus 730. A user would have to
manually select one of the filter category menus, such as
730d, to filter by a particular host. In response to selecting
730d, a list of further menu options 0f 740¢ (including a list of
hosts 748a-¢) may be displayed. The user must now select
748a to filter by the desired host. In contrast to the foregoing
manual Ul selections made to filter by a particular host,
however, in accordance with techniques herein using the
guided logical flow path of steps and options, such selection
of UI elements to filter network latency by a particular host
having the most writes of all the hosts is performed automati-
cally in response to the user selecting the corresponding
option 410a of FIG. 5.

The options of 410 also include a second option 4105
analogous to 136¢, 210c, and 3105 as described above,
respectively, in connection with FIGS. 2, 3 and 4. Thus,
elements 136¢, 210¢, 3106 and 4105 correspond to an option
to exit or close out of the guided performance troubleshooting
techniques whereby the user may then perform other process-
ing such as to further explore independently without guidance
using techniques herein.

With reference to the guidance panel 110 of FIG. 5 in this
particular example, a user may select option 410a of FIG. 4 to
show the write network latency for the single host
192.168.0.3 that performed the most writes of all host.
Responsive to selecting option 410a, the UI may be updated
to include the display 500 of FIG. 6.

With reference to FIG. 6, the example 500 includes a fifth
Ul display that may be used in an embodiment in connection
with techniques herein. The guidance panel 110 has been
updated to indicate that option 410a was selected as the fourth
step and to display a fifth step 502 indicating that the guided
analysis has been completed and there are no further steps or
options in to be taken for problem analysis.

Based on the foregoing sequence of Ul displays, the user
has been guided through a selection process of steps in which
options are presented at each step that may provide further
information or insight in connection with analyzing the
detected network latency problem. The foregoing sequence
ot Ul displays provides a guided flow path of processing steps
and options whereby a subsequent step further filters, breaks
down, or refines information from the previous step. Thus,
each step in the process provides the user with greater insight
and more detail regarding items for further investigation to
diagnose the problem and determine a cause. For example,
the foregoing sequence identified the particular host and type
of operations (writes) which appeared to be contributing the
most to the increased network latency. In this manner, the user
has identified the particular host and may now, for example,
possibly look at why the particular host is sending so many
writes, may perform processing to adjust or throttle (e.g.,
possibly result in decreasing) the number of writes from the
host, and the like.

Using the techniques as illustrated, the user is not required
to have knowledge regarding particular steps of a methodol-
ogy for troubleshooting a particular problem. Additionally,
the user is also not required to have knowledge regarding how
to actually implement or perform such steps, such as through
various Ul navigational steps by selecting one or more Ul
elements to complete a particular step providing desired
information. In connection with techniques herein, the user is
guided through steps and presented with different options and
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recommended actions. Furthermore, once a user selects a
particular option at a step, the recommended action associ-
ated with the option is automatically implemented such as
through automatically performing processing to select the
appropriate Ul elements (e.g., to manipulate the appropriate
menus, buttons, selections, and the like to display desired
further filtered information.

Referring to FIG. 7, shown is an example illustrating a
representation of a troubleshooting tree for network latency
problem analysis. Generally, the example 600 includes in a
tree-like representation logical flow paths of different options
that may be presented to a user in connection with techniques
herein. The example 600 is a tree including a root node 602
denoting the detected problem. The tree also includes a plu-
rality of levels of node. For reference purposes, the root node
602 may denote a first level in the tree. The second level in the
tree may include nodes 604a-604c. The third level in the tree
may include nodes 606a-e. The fourth level in the tree may
include nodes 608a-/4. The fifth level in the tree may include
nodes 610a-b. The sixth level in the tree may include node
612. Each node at level N may be leaf node (thereby not
having any child nodes), or may be a parent node having one
ormore child nodes at level N-1 (connected thereto). The tree
represents the predefined sets of possible options for each
step which depends on the previously selected options, if any.
The nodes 604a-c at the second level may represent the first
set of options presented to auser in a first processing step such
as described in FIG. 2. Assume that option 604« is selected. In
this case, the tree indicates the next predefined set of options
displayed for the second step as the child nodes 606a-c of
node 604a (corresponding to the last selected option).
Assume that option 6064 is selected in the second step. In this
case, the tree indicates the next predefined set of options
displayed for the third step as child nodes 608a-b of node
6064 (corresponding to the last selected option). Assume that
option 608a is selected in the third step. In this case, the tree
indicates the next predefined set of options displayed for the
fourth step as child nodes 610a-56 of node 608a. Assume that
option 610a is selected and the tree now indicates the only
next possible option is 612 for the fifth step which terminates
the guided performance analysis.

To further illustrated, in connection with the first step and
possible options represented by nodes 604a-c, if 6045 is
selected rather than the option 604a, the child nodes 606d-¢ of
nodes 6045 now denote the possible options for the second
step. In this manner, the tree represents predefined sets of
options for each step whereby the current set of options dis-
played is dependent on the previous sequence of selected
options in connection with previous steps. A path from the
root to aleaf node may correspond to a particular sequence of
options selected by a user in connection with a guided per-
formance analysis. A path from the root node to a non-leaf
node may correspond to a sequence of options selected by a
user up to a point in time. In connection with an embodiment
as described above, when at a non-leaf node, the user may
choose to exit guided performance analysis. It should be
noted that options providing for exiting the guided perfor-
mance analysis (e.g., 136¢ of FIG. 2, 210c of FIG. 3) may or
may not be represented as options in the troubleshooting tree.
It may be, for example, that such an option is always included
as a last displayed option of all steps and is therefore not
represented in the tree.

An embodiment may include a tree as represented in FIG.
7 for each performance problem for which guided perfor-
mance analysis may be performed in accordance with tech-
niques herein.
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Additionally, as described herein, a recommended action
determined in accordance with best practices is presented as
the displayed option. The recommended action is performed
in response to selecting the option. The recommended action
may include filtering or partitioning currently displayed
information based on criteria and then updating the UI dis-
play with a representation of the further filtered information.
For example, with reference back to FIG. 2 and option 1364,
the overall network latency values of 128 may be further
partitioned based on read and write contributions. Option
136a represents the foregoing partitioning using two separate
heatmaps for reads and writes as displayed in 220 of FIG. 3
responsive to selecting option 136a. To perform the recom-
mended action, processing is automatically performed to
select the appropriate Ul elements to obtain the two heatmaps
displayed in 220 (e.g., without requiring the user to make any
additional manual Ul element selections other than option
136a). Thus, responsive to selecting an option represented by
a particular node, processing may be performed to automati-
cally select the abovementioned Ul elements for performing
the recommended action.

The information represented in FIG. 7 (e.g., the options,
corresponding recommended actions represented, Ul ele-
ment selections or manipulations for performing the recom-
mended actions, and the like) may be encoded or stored in any
suitable form known in the art. For example, an embodiment
may store such information using tables, encoding the infor-
mation in rules, and the like, which may be used by executing
code to perform processing of the techniques described.

Referring to FIG. 8, shown is an example representing in
more detail information that may be displayed in connection
with manual Ul selections. For example, with reference back
to FIGS. 2-6, element 130 may represent a filter button. When
selected, the filter button 702 may display a list of drop-down
menus 710 corresponding to different filter categories 710a-
c. Element 712 may represent different filter lists for each of
the categories included in 710. A user may make a manual Ul
selection of one of the filter categories (e.g., select one of
710a-c). Responsive to such selection, one of the lists 712a-c¢
of one or more filters corresponding to the selected filter
category is displayed. For example, as mentioned elsewhere
herein, element 730 may represent an exemplary list of filter
categories analogous to element 710 and element 740 may
represent an exemplary list of filters for the categories of 730.
Each of 730a-d, respectively, has a corresponding filter list
740a-d. A user select filter button 702 and be presented with
first information corresponding to the filter categories of 730.
A selection of one of the filter categories 730a-d may be
made. Responsive to selecting the one filter category, a cor-
responding one ofthe lists 740a-d may be displayed. The user
may then make another selection of filtering criteria from the
displayed one of the lists 7404a-d.

It should be noted that various filter categories may be
active/enabled or inactive/disabled based on the current step
or point in exploration. For those active filters and heatmaps,
the tree may include the possible sequences of steps and
options at each step based on previously selected options.

What will now be described with reference to FIGS. 9-11
are further examples of different KPIs that may be used in an
embodiment in accordance with techniques herein. It should
be noted that an embodiment may perform processing as
described herein using any one or more of these exemplary
KPIs, and/or may also use techniques herein with other KPIs
not explicitly included herein.

Referring to FIG. 9, shown is a first table of KPIs that may
be used in connection with techniques herein. The table 800
includes column 810 denoting a KPI group or type of one or
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more KPIs, column 820 identifying one or more KPIs of each
group, and column 830 lists the categories by which KPIs
may be further partitioned, filtered, or otherwise broken down
using heatmaps, updated line charts, and the like, as may be
provided in an embodiment. Each of the rows 812, 814, 816
represent information for a single KPI group. Row 812 iden-
tifies the CPU KPI group in column 810, identifies the single
KPI of the CPU group in 822 and identifies in 832 the cat-
egories by which the KPIs in column 820 may be further
partitioned or broken down. For example, the CPU utilization
metric of 822 may be partitioned or further broken down by
storage processor SP A and SP B in a system including two
storage processors. With reference back to FIG. 8 and also
with respect to various heatmap options that may or may not
be active, column 830 may represent the possible filter cat-
egories by which each of the KPIs in column 820 of the same
row may be broken down. For example, the categories in
column 830 may denote the different filter categories and
filter category lists presented when making manual Ul selec-
tions. Additionally, the active filter categories and associated
lists may correspond to different criteria used for filtering or
breaking down information in connection with recommended
actions corresponding to the different options presented using
the guided problem analysis as described herein.

Itshould be noted that an initial set of information for a KPI
in a column 820 may be partitioned (e.g., filtered or broken
down) repeatedly, for example, by applying first criteria in
connection with a first category of column 830 to obtain first
information and then filtering the first information by apply-
ing second criteria in connection with a second category of
column 830, and so on, depending on the particular KPI and
associated categories (and which of these categories are
enabled at different points in time for a set of current data to
which the criteria is applied).

Row 814 identifies the network port KPI group which
includes two KPIs of 824: network bandwidth and network
IOPS (e.g., I/Os per second or I/O throughput). As denoted by
834, both network bandwidth and network IOPS may be
further broken down by storage processor and port type. Row
816 identifies the LUN KPI group which includes 5 KPIs of
826: application response time, application bandwidth, appli-
cation /O size, and application queue length. As denoted by
836, the KPIs of 826 may be further broken down by storage
processor, application, application type, read/write (I/O
type), storage pool, data size, provisioning LUN type (e.g.,
whether a LUN is provisioned as a thick LUN or a thin
(virtually provisioned LUN), and target LUN. It should be
noted that the filtering category (or category by which a KPI
may be further broken down) of data size is only used for the
application IOPs KPI of 826. In connection with the above, a
storage pool may be a logical grouping of physical devices
from which logical devices, such as LUNs, have storage
provisioned. A thick LUN may be a LUN having its storage
provisioned from a pool whereby all the storage for the LUN
capacity is allocated when the LUN is created. In contrast, a
thin or virtually provisioned LUN may have portions its stor-
age allocated as data is written to particular portions of the
LUN. Thus,

Referring to FIG. 10, shown is a second table of KPIs that
may be used in connection with techniques herein. The table
900 has a format of information similar to that as described
above in connection with FIG. 9. Row 922 identifies the disk
(or more generally physical storage device) KPI group which
includes the KPIs of 926: disk IOPS, disk bandwidth, disk
errors, disk service time, disk response time, and disk queue
length. As denoted by 932, the KPIs of 926 may be further
broken down by storage tier (e.g., physical drive type or
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technology), storage pool, RAID type, disk or physical
device, bus (e.g., internal with the system which services
particular I/Os), or DAE (disk array enclosure). A DAE may
be a physical enclosure associated with a group of physical
disks providing storage in a system. Row 924 identifies the
protocol KPI group which includes the KPIs of 928: protocol
response time, protocol bandwidth, and protocol IOPS. As
denoted by 934, the KPIs 0f 928 may be further broken down
by protocol, protocol version, storage processor, protocol
operations, and data size (e.g., based on fixed size ranges). For
example, in connection with techniques herein, first informa-
tion displayed may provide an overall average number of
1OPs across all supported protocols (e.g., such as NFS, CIFS,
iSCSI, FC, and the like). It may be desirable to only look at the
average number of IOPs for one or more particular protocols
such as only NFS. In this manner, the first information may be
broken down or filtered to only provide the IOPs for NFS.
Additionally, the NFS IOPS may be further broken down or
filtered by data size or protocol operation.

Referring to FIG. 11, shown is a third table of KPIs that
may be used in connection with techniques herein. The table
1000 has a format of information similar to that as described
above in connection with FIGS. 9 and 10. Row 962 identifies
the NAS (network attached storage) client KPI group which
includes the KPIs of 966: shared folder throughput, shared
folder response time, shared folder bandwidth, and shared
folder average 1/O size. As known in the art, a shared folder
may correspond to a folder including files whereby the folder
is shared among multiple clients. In an embodiment, a client
may be on a network and have an associated IP address. As
denoted by 972, the KPIs 0f 966 may be further broken down
by storage processor, read/write operations, data mover and
client. A data mover may be characterized as a logically
defined grouping of CFS and/or NFS file system and servers.
Thus, KPIs 0f 966 may be further broken down or filtered by
data mover.

Row 964 identifies the cache KPI group which includes the
KPIs 0f968: cache hit and cache dirty. As denoted by 974, the
KPIs 0f' 968 may be further broken down by cache type. For
example, an embodiment may have different types of cache in
which data may be stored. An embodiment may store data
read to/from physical devices in cache which is used by each
SP. Also, an embodiment may store data in another type of
cache referred to as “FAST” cache. The FAST cache may be
configured on flash-based storage devices (e.g., more gener-
ally solid state storage devices) as another type of storage
used for caching Thus, data may be cached in either of the two
types of cache.

Referring to FIGS. 12A and 12B, shown is a flowchart of
processing steps as may be performed in an embodiment in
accordance with techniques herein. The flowchart of FIGS.
12A and 12B summarizes processing steps described above.
At step 1002, one or more KPIs and associated thresholds
may be monitored. Atstep 1004, a determination is made as to
whether current values for the KPIs being monitored are in
accordance with specified thresholds. If so, control continues
to wait at step 1004 until a KPI being monitored is not in
accordance with a specified threshold for the KPI thereby
causing processing to proceed to step 1006. In step 1006, the
UI may be updated to include an alert indicator for the KPI
denoting a performance problem for the monitored KPI. At
step 1008, the user may scroll the screen or otherwise have the
KPI and associated alert indicator displayed. In step 1010,
responsive to detecting the performance problem, the Ul dis-
play may be updated to include a first step description and the
predefined set of one or more options for the first step (e.g.,
such as illustrated in FIG. 2). The Ul may also be updated to
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include a chart, graph or other visual display of information
about the KPI experiencing the detected performance prob-
lem. For example, with reference back to FIG. 2, the Ul may
include a chart or graph 128 of values of the monitored KPI
for a recent time period. Thus, the displayed information of
128 may illustrate the change in observed KPI value which
triggered the alert and performance problem. In connection
with step 1012, the user selects one of the displayed options.
As described herein, an embodiment may display options
corresponding to recommended actions and additionally may
display an option which provides for termination or exit from
the guided analysis using the techniques herein. A determine
is made at step 1014 as to whether the option is to exit the
guided analysis. If step, control proceeds to step 1002. If step
1014 evaluates to no, then control proceeds to step 1016
where it is determined that the option corresponds to a rec-
ommended action automatically performed in response to
selection of the option. Responsive to selecting the option, the
recommended action is performed and may include automati-
cally selecting one or more Ul elements to further break down
or filter currently displayed information (e.g., further break
down or filter the displayed information of 128 regarding the
metric such as network latency of FIG. 2 based on selected
criteria) thereby producing resulting information. The Ul
may then be updated with the resulting information. From
step 1016, control proceeds to step 10152 where a determi-
nation may be made as to whether guided analysis processing
is completed. If step 1052, evaluates to yes, control proceeds
to step 1054 to accordingly update the Ul to indicate the
guided performance analysis has completed. From step 1054,
control may proceed to step 1002 to continue monitoring.
Otherwise if step 1052 evaluates to no, control proceeds to
step 1056 to update the Ul to include the next predefined set
of'one or more options for the next step in the guided analysis.
From step 1056, control proceeds to 1012 to process the
displayed set of options for the current step.

The techniques herein may be performed by executing
code which is stored on any one or more different forms of
computer-readable media. Computer-readable media may
include different forms of volatile (e.g., RAM) and non-
volatile (e.g., ROM, flash memory, magnetic or optical disks,
or tape) storage which may be removable or non-removable.

While the invention has been disclosed in connection with
preferred embodiments shown and described in detail, their
modifications and improvements thereon will become readily
apparent to those skilled in the art. Accordingly, the spirit and
scope of the present invention should be limited only by the
following claims.

What is claimed is:

1. A method of problem analysis comprising:

providing notification through a user interface regarding a

performance problem of a system; and

presenting a plurality of user interface displays corre-

sponding to a plurality of steps in connection with per-
forming analysis of the performance problem, wherein
each of the plurality of user interface displays includes a
predefined set of one or more options, wherein the plu-
rality of steps for the performance problem are repre-
sented in a tree including a plurality of levels, wherein
each of said plurality of levels corresponds to a different
one of the plurality of steps and includes one or more
nodes representing the predefined set of one or more
options of one of the plurality of user interface displays
corresponding to said different one of the plurality of
steps.

2. The method of claim 1, wherein at least a first of the
options in the predefined set for said each user interface
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display corresponds to a recommended action automatically
performed in response to selecting said first option of the
predefined set, and wherein the recommended action auto-
matically performed includes displaying first information
resulting from automatically selecting one or more user inter-
face elements identifying one or more criteria used to further
filter or partition information included in a current user inter-
face display.
3. The method of claim 1, wherein said presenting
includes:
displaying a first of the plurality of user interface displays
including a first predefined set of one or more options in
connection with a first of the plurality of steps;

selecting a first of the options in the first predefined set; and

responsive to selecting the first option of the first pre-
defined set, displaying a second of the plurality of user
interface displays in connection with a second of the
plurality of steps, said second user interface display
including a second predefined set of one or more options
and second information displayed as a result of selecting
one or more user interface elements, wherein said select-
ing one or more user interface elements is performed
automatically in connection with selecting the first
option of the first set.

4. The method of claim 1, wherein the performance prob-
lem is detected when one of a predefined set of performance
indicators is not in accordance with a threshold associated
with said one predefined performance indicator.

5. The method of claim 4, wherein the system is a data
storage system that receives data operations from one or more
hosts having applications executing thereon which store data
on the data storage system.

6. The method of claim 5, wherein the predefined set of
performance indicators includes any one or more of: network
latency, CPU utilization, network bandwidth, network 1/O
processing rate or throughput, application response time,
application bandwidth, application I/O processing rate or
throughput, application 1/O size, application queue length,
physical storage device 1/O processing rate or throughput,
physical storage device bandwidth or data processing rate,
physical storage device service time, total physical storage
device errors within an elapsed time period, physical storage
device response time, disk queue length, protocol response
time, protocol bandwidth, protocol /O processing rate or
throughput, shared folder throughput or I/O processing rate,
shared folder response time, shared folder bandwidth, shared
folder average 1/O size, a portion of reads that are read hits
thereby being serviced using data from cache rather than
reading data from a physical device, and a portion of cache
including a most current set of write data not yet destaged to
physical storage.

7. The method of claim 1, wherein at least a first of the
options in the predefined set for said each user interface
display corresponds to a recommended action automatically
performed in response to selecting said first option of the
predefined set, and wherein the recommended action includes
any of displaying a heat map, further filtering information
currently displayed in a user interface display, and updating a
current user interface display.

8. The method of claim 1, wherein at least a first of the
options in the predefined set for said each user interface
display corresponds to a recommended action automatically
performed in response to selecting said first option of the
predefined set, and wherein each of the plurality of user
interface displays includes a first area in which the predefined
set of one or more options are displayed and a second area,
wherein, responsive to selection of the first option from the
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predefined set, the recommended action is automatically per-
formed which includes automatically updating the second
area of said each user interface display thereby producing an
updated second area.

9. The method of claim 8, wherein the updated second area
includes a display of information equivalent to having
selected one or more user interface elements identifying cri-
teria for filtering or partitioning information included in the
second area thereby producing resulting information dis-
played in the updated second area.

10. A method of problem analysis comprising:

providing notification through a user interface regarding a

performance problem of a system; and
presenting a plurality of user interface displays corre-
sponding to a plurality of steps in connection with per-
forming analysis of the performance problem, wherein
each of the plurality of user interface displays includes a
predefined set of one or more options, wherein at least a
first of the options in the predefined set corresponds to a
recommended action automatically performed in
response to selecting said first option of the predefined
set, and wherein said presenting includes:
displaying a first of the plurality of user interface displays
including a first predefined set of one or more options in
connection with a first of the plurality of steps;

selecting a first of the options in the first predefined set; and

responsive to selecting the first option of the first pre-
defined set, displaying a second of the plurality of user
interface displays in connection with a second of the
plurality of steps, said second user interface display
including a second predefined set of one or more options
and second information displayed as a result of selecting
one or more user interface elements, wherein said select-
ing one or more user interface elements is performed
automatically in connection with selecting the first
option of the first set; and

wherein if a second option of the first predefined set dif-

ferent from the first option of the first predefined set is
selected, a user interface is updated to include an inter-
face display different from the second user interface
display whereby the interface display includes a third
predefined set of one or more options different than the
second predefined set.

11. A method of problem analysis comprising:

providing notification through a user interface regarding a

performance problem of a system; and

presenting a plurality of user interface displays corre-

sponding to a plurality of steps in connection with per-
forming analysis of the performance problem, wherein
each of the plurality of user interface displays includes a
predefined set of one or more options, wherein at least a
first of the options in the predefined set corresponds to a
recommended action automatically performed in
response to selecting said first option of the predefined
set, wherein the plurality of steps for the performance
problem are included in a troubleshooting tree, and
wherein the troubleshooting tree includes a plurality of
levels, each of the plurality of levels including one or
more nodes, said troubleshooting tree including a first
node corresponding to a first of the plurality of steps,
wherein a first set of one or more child nodes of the first
node correspond to a first predefined set of one or more
options presented in a user interface display, at least one
of the options in the first predefined set corresponds to a
recommended action automatically performed in
response to selecting said one option.
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12. The method of claim 11, wherein each of the plurality
of'steps corresponds to a different one of the plurality of levels
in the troubleshooting tree, wherein the different one of the
plurality of levels in the tree includes one or more nodes
representing one or more predefined options from which a
user is allowed to select from a user interface display in
connection with performing said each step of a guided user
interface for analyzing the performance problem.

13. A system comprising:

a data storage system including a plurality of physical

storage devices;
a set of one or more hosts, each of said one or more hosts
having one or more applications executing thereon
which store data on one or more of the physical storage
devices of the data storage system;
a computer readable medium including code stored
thereon which, when executed, performs processing for
problem analysis, the computer readable medium com-
prising code that:
provides notification through a user interface regarding
a performance problem of the data storage system;
and

presents a plurality of user interface displays corre-
sponding to a plurality of steps in connection with
performing analysis of the performance problem,
wherein the plurality of steps for the performance
problem are represented in a tree including a plurality
of levels, wherein each of said plurality of levels cor-
responds to a different one of the plurality of steps and
includes one or more nodes representing the pre-
defined set of one or more options of one of the plu-
rality of user interface displays corresponding to said
different one of the plurality of steps.

14. A computer readable medium comprising code stored
thereon that, when executed, performs a method of problem
analysis, the method comprising:

providing notification through a user interface regarding a
performance problem of a system; and

presenting a plurality of user interface displays corre-
sponding to a plurality of steps in connection with per-
forming analysis of the performance problem, wherein
each of the plurality of user interface displays includes a
predefined set of one or more options, wherein the plu-
rality of steps for the performance problem are repre-
sented in a tree including a plurality of levels, wherein
each of said plurality of levels corresponds to a different
one of the plurality of steps and includes one or more
nodes representing the predefined set of one or more
options of one of the plurality of user interface displays
corresponding to said different one of the plurality of
steps.

15. The computer readable medium of claim 14, wherein at
least a first of the options in the predefined set for said each
user interface display corresponds to a recommended action
automatically performed in response to selecting said first
option of the predefined set, and wherein the recommended
action automatically performed includes displaying first
information resulting from automatically selecting one or
more user interface elements identifying one or more criteria
used to further filter or partition information included in a
current user interface display.

16. The computer readable medium of claim 14, wherein
said presenting includes:

displaying a first of the plurality of user interface displays
including a first predefined set of one or more options in
connection with a first of the plurality of steps;

selecting a first of the options in the first predefined set; and
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responsive to selecting the first option of the first pre-
defined set, displaying a second of the plurality of user
interface displays in connection with a second of the
plurality of steps, said second user interface display
including a second predefined set of one or more options
and second information displayed as a result of selecting
one or more user interface elements, wherein said select-
ing one or more user interface elements is performed
automatically in connection with selecting the first
option of the first set.

17. The computer readable medium of claim 14, wherein
the performance problem is detected when one of a pre-
defined set of performance indicators is not in accordance
with a threshold associated with said one predefined perfor-
mance indicator.

18. The computer readable medium of claim 17, wherein
the system is a data storage system that receives data opera-
tions from one or more hosts having applications executing
thereon which store data on the data storage system, and
wherein the predefined set of performance indicators includes
any one or more of: network latency, CPU utilization, net-
work bandwidth, network 1/O processing rate or throughput,
application response time, application bandwidth, applica-
tion 1/O processing rate or throughput, application 1/O size,
application queue length, physical storage device I/O pro-
cessing rate or throughput, physical storage device bandwidth
or data processing rate, physical storage device service time,
total physical storage device errors within an elapsed time
period, physical storage device response time disk queue
length, protocol response time, protocol bandwidth, protocol
1/Oprocessing rate or throughput, shared folder throughput or
1/O processing rate, shared folder response time, shared
folder bandwidth, shared folder average 1/0 size, a portion of
reads that are read hits thereby being serviced using data from
cache rather than reading data from a physical device, and a
portion of cache including a most current set of write data not
yet destaged to physical storage.

19. A computer readable medium comprising code stored
thereon that, when executed, performs a method of problem
analysis, the method comprising:

providing notification through a user interface regarding a

performance problem of a system; and

presenting a plurality of user interface displays corre-

sponding to a plurality of steps in connection with per-

forming analysis of the performance problem, wherein

each of the plurality of user interface displays includes a

predefined set of one or more options, wherein at least a

first of the options in the predefined set corresponds to a

recommended action automatically performed in

response to selecting said first option of the predefined

set, and wherein said presenting includes:

displaying a first of the plurality of user interface dis-
plays including a first predefined set of one or more
options in connection with a first of the plurality of
steps;

selecting a first of the options in the first predefined set;
and

responsive to selecting the first option of the first pre-
defined set, displaying a second of the plurality ofuser
interface displays in connection with a second of the
plurality of steps, said second user interface display
including a second predefined set of one or more
options and second information displayed as a result
of selecting one or more user interface elements,
wherein said selecting one or more user interface
elements is performed automatically in connection
with selecting the first option of the first set, and
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wherein if a second option of the first predefined set dif-
ferent from the first option of the first predefined set is
selected, a user interface is updated to include an inter-
face display different from the second user interface
display whereby the interface display includes a third 5
predefined set of one or more options different than the
second predefined set.
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